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This study introduces a novel LLM-based user simulator designed Through 12 iterations of refinement, we refined our prompts and ad-
to replicate the Tip-of-the-Tongue (TOT) cognitive state, where justed the temperature parameter of GPT-40. The final version (V6)
searchers struggle to recall specific identifiers of the items they seek. achieved the highest 7-value and qualitatively produced gueries most
By simulating how users interact with retrieval systems, our simulator similar to human TOT queries. Additionally, we fine-tuned GPT-40 using
cenerates synthetic queries that closely mimic human TOT queries. prompt V6, using human TOT queries from the celebrity and landmark

The synthetic queries generated by our simulator show a high correla- domains collected from Redait, further improving the 7-value.

tion with how human TOT queries rank TOT retrieval systems, achiev- Prompt Design Model
. ) Instruction Wiki Generation Model
ing a Kendall's tau value above 0.8. Few-Shot . Temperature .
Type Summary Requirements Fine-Tuning
- : : V1 TOT explanation w/0 0-shot 9 rules 0.5 No
Thes.e Synthehc queries have been released and are being used as test V2  TOT explanation . 0o chot o riles 0 No
gueries In the TREC 2024 TOT track. V3  TOT explanation w/ 6-shot 0 rules 0.7 No
V4 Searcher role play w/ 0-shot 13 rules 0.3, 0.5, 0.7 No
: : V5 Searcher role play w/ 0-shot 14 rules 0.1,0.3,0.5 No
BaCkg round & MOtlvatlon V6 Searcher role play w/ 0-shot 7 Musts + 7 Coulds 0.3 No, Yes
Tip-of-the-Tongue (TOT) known-item retrieval refers to the process of Figure 3. Different prompt and modeling strategies attempted.
searching for a previously encountered item when the searcher is unable
to recall a Speciﬁ c identifier. TO qu eries typ|Ca | |y exhibit characteristics Let’s do a role play. You are now a person who watched a movie {ToTObject} a long time ago and forgot the title of the movie.
SU Ch as. 1) exp I’eSSiO NS O]C unce I’ta | ﬂty, 2) eXC| U SiO N Crite ria, 3) d iStO I’ted .I"VVﬂl provide you a basic information about the movie, and you have to follow the guidelines to generate a post.
MEMOories, and 4> Verb@s'W- Information about {ToTObject}:
. . . {WikiSummary}
Problem 1: SOTA search systems often fail to satisfy TOT searchers. This
. . . . Guidelines:
is why many users turn to online forums like Reddit to post TOT-related MUST FOLLOW:
qu GSﬁO ns, exp FESSI ng ]CrU Straﬁo N at thel r ina b| | |ty to ﬁ nd answers th rough 1. Reflect the imperfect nature of memory with phrases that express doubt or mixed recollections.
Sta N d d I’d We b Searc h . 7 Provide vivid but ambiguous details to stir the reader’s imagination while leaving them guessing.
Problem 2: lack of datasets for TOT retrieval. This stems from both 1) COULD FOLLOW:

1. Share a personal anecdote related to when or with whom you watched the movie. Think of unique ways to set the scene.

corporate privacy concerns and 2) the challenge of eliciting and capturing
the TOT state during data collection and annotation.

7. Focus on sensory details such as the overall mood, sounds, or emotional impact of the movie, using vivid descriptions.

Generate a post based on these guidelines.

We propose developing a TOT-user simulator that can be used to: | ,
Figure 4. Prompt Version 6

= generate synthetic TOT queries to mitigate the lack of available

datasets, Results
= enable eyes-off offline evaluations of TOT retrieval systems, and

Kendall's Tau Correlation of Retrieval System Rankings from Human TOT Queries and Synthetic Queries

= support the training and evaluation of TOT retrieval agents in

multi-turn conversational settings. 0.8~ NDCG //"”
Method . -t
We focus on the "Movie” domain and apply the developed simulator to a
the “Celebrity” and “Landmark”™ domains to evaluate its generalizability. .
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Figure 1. (User Simulation) TOT query generation process. I - - S T S S
@ ooy il Figure 5. Progression of 7-values over the iterations of refinement of
{‘ DistBERT - OT user simulator. All results were within p < 0.05.
Human i1z | | o |
TOTQuery | snowﬂakg%:igtéc-embed I = |n the "Movie” domain, through iterative refinement, we started with
| Rank TOT retrievers Kendall’s Tau orompt V1, which produced the lowest correlation values (7 = 0.2641
_ o " MRR,NDCG) correlation with MRR, 7 = 0.3092 with NDCG), and progressed to the fine-tuned
X My - model using prompt Vé, which achieved the highest correlation values
@E}} (1 = 0.8057 with MRR, 7 = 0.8354 with NDCG).
. v 412 — = Adapted Prompt V6 to the “Celebrity” domain
TSS/_rr\tgﬁg::y ] Smmakg%?ﬂc_embed — — MRR-7: 0.6362 ; NDCG-7: 0.5691 ; (p < 0.05)
| » Adapted Prompt Vé to the “Landmark” domain
Figure 2. (Evaluation of User Simulation) We run 40 different retrievers — MRR-7: 0.5984 ; NDCG-7: 0.6967/ ; (p < 0.05)
with both human and synthetic queries, followed by ranking of = A total of 600 synthetic queries were generated across the Movie,
retrievers by their search performance. Then, we observe the Kendall's Celebrity, and Landmark domains and have been released as test
Tau correlation between two rankings of retrievers. queries in the TREC 2024 TOT Track.
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